
Stat	306:		
Finding	Rela1onships	in	Data.	

Lecture	16	
Sec1ons	4.3	



Chapter	4	–	Variable	selec1on		
and	addi1onal	diagnos1cs	

4.1		Variable	Selec1on	algorithms	
	
4.2	Cross-valida1on	and	out-of	sample	assessment	
	
4.3	Addi(onal	diagnos(cs	
	
4.4	Transforms	and	nonlinearity	
	
4.5		Diagnos1cs	for	data	collected	sequen1ally	in	1me	



•  Leave-one-out	cross	valida(on	from	last	lecture	

•  Start	with	a	ques(on	about	residuals.	

•  Abruptly	change	topics	to	discuss	“Influence”	

•  Change	topics	again	to	talk	about	the	“Hat”	matrix	

•  Go	back	to	Influence	with	the	Hat	matrix	

•  Then	…	I	tell	you	the	truth	about	residuals!	

•  Now	that	you	know	the	truth,	what	should	you	do?	

•  Answer	our	simple	ques(on	about	residuals	from	the	beginning.	

•  How	does	this	help	us	understand	NYT	ar(cle	on	researhc	for	gun	violence?	

•  BONUS:		all	this	was	useful	for	Leave-one-out	cross	valida(on		

In	today’s	lecture:	





Mean	
Absolute	
Predic(on	
Error:	
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For	each	model,	we	do	5-fold	CV:	

K-averaged	metric		=	40/5	=	8		

Metric:	

Source:	hSp://blog.goldenhelix.com/goldenadmin/cross-valida1on-for-genomic-predic1on-in-svs/	



4.2		Leave-one-out	
	

Goal	is	
Predic(on	



What	is	an	outlier?	



What	is	an	outlier?	
	
	
How	big	is	a	“big	residual”?	



What	is	an	outlier?	
	
	
How	big	is	a	“big	residual”?	

So	maybe	we	could	say	that	a	big	residual	is…	
	
	



What	is	an	outlier?	
	
	
How	big	is	a	“big	residual”?	

So	maybe	we	could	say	that	a	big	residual	is…	
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Hat	matrix	(aka	Projec1on	matrix)	



Hat	matrix	(aka	Projec1on	matrix)	

Therefore:	



Hat	matrix	(aka	Projec1on	matrix)	

Therefore:	



Hat	diagonal	

Pii	

The	hat	diagonal,	Pii	,	is	a	good	measure	of	how	much	influence		
the	ith	observa1on	has	on	the	fiSed	model.	



Hat	diagonal	

Pii	

The	hat	diagonal,	Pii	,	is	a	good	measure	of	how	much	influence		
the	ith	observa1on	has	on	the	fiSed	model.	
	
	
	

Big	value	of	Pii	suggests	that	the	ith	observa1on	is	very	influen&al.	
	
	
	How	BiG?	
	

		



Hat	diagonal	

Pii	

The	hat	diagonal,	Pii	,	is	a	good	measure	of	how	much	influence		
the	ith	observa1on	has	on	the	fiSed	model.	
	
	
	
Big	value	of	Pii	suggests	that	the	ith	observa1on	is	very	influen&al.	
	
	
	How	BiG?	
	

	Note	that:		



Hat	diagonal	

Pii	

The	hat	diagonal,	Pii	,	is	a	good	measure	of	how	much	influence		
the	ith	observa1on	has	on	the	fiSed	model.	
	
	
	
Big	value	of	Pii	suggests	that	the	ith	observa1on	is	very	influen&al.	
	
	
	How	BiG?	
	

	Note	that:		

Therefore,	the	“average	Pii”	is	equal	to	k/n.		So	think	about	“BiG”	rela1ve	to	average.	
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x<-(rnorm(60,0,5)+12)	
y<-18+0.1*x+rnorm(60,0,8)	
	
y[61]<-55		
x[61]<-28	
	
#	Make	the	scaSerplot:	
plot(x,y,	pch=20,	col="darkblue",	cex=2,	axes=TRUE,ylim=c(0,100),		
xlim=c(0,100),	xlab="x",	ylab="y")	
abline(lm(y~x))	
	
X<-cbind(1,x)	
P<-X%*%solve(t(X)%*%X)%*%t(X)	
diag(P)	
round(diag(P),2)	
	
k<-2	
n<-61	
k/n	
mean(diag(P))	

R	code:	



Outliers	are	not	necessarily	influen1al	(depends	on	leverage)	
	
High	leverage	observa1ons	are	not	necessarily	influen1al	(is	it	an	outlier?)	
	
Influen1al	points	are	not	necessarily	outliers	

Remember	three	things:	
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Outliers	are	not	necessarily	influen1al	(depends	on	leverage)	
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High	leverage	observa1ons	are	not	necessarily	
influen1al	(is	it	an	outlier?)	
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Influen1al	points	are	not	necessarily	outliers	
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Also	REMEMBER	THAT:	
	
HAT	DIAGONALS	INDICATE	the		POTENTIAL	FOR	BEING	INFLUTENTIAL.	



Variance	of	residuals	is	not	equal!	

The	variances	of	the	residuals	at	different	X	variable	values	may	differ,		
even	if	the	variances	of	the	errors	at	these	different	input	variable	values	are	equal.	
	
Remember	that	there	is	a	difference	between	errors	and	residuals:	
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Variance	of	residuals	is	not	equal!	

The	variances	of	the	residuals	at	different	X	variable	values	may	differ,		
even	if	the	variances	of	the	errors	at	these	different	input	variable	values	are	equal.	
	
Remember	that	there	is	a	difference	between	errors	and	residuals:	
	
	



Variance	of	residuals	is	not	equal!	

Variance-Covariance	Matrix	of	the	residuals:	
	



What	does	this	mean	for	our	residual	diagnos1c	plots?	







variance_of_residuals<-(summary(lm(y~x))$sigma^2)*(1-diag(P))	
	
plot(variance_of_residuals~x)	
	
plot(lm(y~x)$residuals)	
	
plot(lm(y~x)$residuals/sqrt(variance_of_residuals))	
	
lm(y~x)$residuals/sqrt(variance_of_residuals)	
	
ls.diag(lm(y~x))$std.res	



What	does	this	mean	for	our	residual	diagnos1c	plots?	

Maybe	we	should	adjust	the	residuals	before	plozng	them…	









standardized	residuals:		
these	are	residuals	normalized	to	unit	variance.	
	
these	are	residuals	divided	by	their	standard	error.	
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studen(zed	residuals:		
these	are	residuals	normalized	to	unit	variance…	
	

where	the	es1mate	of	the	variance	is	done		
without	the	ith	observa1on.	



studen(zed	residuals:		
these	are	residuals	normalized	to	unit	variance…	
	

where	the	es1mate	of	the	variance	is	done		
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studen(zed	residuals:		
these	are	residuals	normalized	to	unit	variance…	
	

where	the	es1mate	of	the	variance	is	done		
without	the	ith	observa1on.	

The	“es(mate	of	the	variance	is	done	without	the	ith	observa(on”	can	
be	done	more	easily:	



The	difference	between	standardized	and	studen(zed		
residuals	is	o|en	very	small	or	even	negligible.	
	
The	difference	between	the	two	will	depend	on	the		
amount	of	influence	of	the	observa1on	has	on	the	model	fit.	
	

So	many	kinds	of	residuals!!!	



“Cook’s	distance	is	the	sum	of	all	the	changes	in	the	fiSed	values	of	a		
regression	model	when	the	ith	observa1on	is	removed	from	the	data”	

where:	

BASIC	IDEA:	







What	is	an	outlier?	
	
	
How	big	is	a	“big	residual”?	

So	to	answer	our	ques1on	we	should	calculate	Studen1zed	or	Standardized	residuals.	
	
A	Rule	of	Thumb	is	that	a	Studen1zed	or	Standardized	residual:	
	
-		larger	than	2	is	BIG	(“outlying”)	and	
	
-		larger	than	3	is	VERY	BIG	(“outlier”,	you	should	check	to	make	sure	there	is	not	a	mistake)	
	
	







BONUS	FOR	LEAVE-ONE-OUT	Cross	Valida(on	
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