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Chapter	4	–	Variable	selec1on		
and	addi1onal	diagnos1cs	

4.1		Variable	Selec1on	algorithms	
	
4.2	Cross-valida1on	and	out-of	sample	assessment	
	
4.3	Addi1onal	diagnos1cs	
	
4.4	Transforms	and	nonlinearity	
	
4.5		Diagnos1cs	for	data	collected	sequen1ally	in	1me	



Observa(onal	 Experimental	

Goal	is	
Explana(on	 1.		 2.	

Goal	is	
Predic(on	 3.	 4.	

Four	categories	of	scien(fic	study	



Goal	is	
Explana(on	
	

1. What	ques1ons	do	you	want	to	ask	?	

2.  Define	an	appropriate	model.	

3.  Define	the	hypotheses	that	correspond	to	the	ques1ons	of	interest.	

4.  Collect	the	data.	

5.  Fit	the	model	as	defined	earlier.	

6.  Answer	your	ques1ons	with	uncertainty	quan1fica1on	
		(	i.e.	with	p-values,	Confidence	Intervals).	



Goal	is	
Predic(on	
	

1. What	do	you	want	to	predict?	

2.  Define	an	appropriate	metric	for	evalua1ng	quality	of	predic1ons	
					(e.g.	RMSE,	absolute	predic1on	error,	ROC	curve).	

3.		Collect	the	data.	
	
4.  Separate	your	data	into	“train”	and	“holdout”	subsets.	
	
5.  Fit	many	different	models	to	the	“train”	subset	of	the	data.	

6.  Pick	the	model	that	is	“best”	(according	to	your	chosen	outcome)		
for	making	predic1ons	on	the	“holdout”	subset	of	the	data.	

7.  Note	that	p-values	and	Confidence	intervals	are	not	valid.	



Goal	is	
Predic(on…	but	you	also	want	some	explana(ons	
(warning,	this	is	a	bit	outdated)	

1.  Collect	the	data.	

2.  Select	a	“model-selec1on”	criteria	(e.g.	Adjusted	R2	or	Cp)	
	
3. 	Iden1fy	all	possible	regression	models	with	all	possible		

	combina1ons	of	the	predictors.	
	
4.  Iden1fy	a	subset	of	models	that	are	best	in	terms	of	the	chosen	

	“model-selec1on”	criteria.	

5. 	Evaluate	and	refine	the	models	iden1fied	in	Step	4	by	doing		
	residual	analyses,	transforma1ons,	checking	model	assump1ons.	

6. 	Pick	a	“best”	model	from	the	refined	subset	of	models	that			
	meets	assump1ons	and	allows	you	to	do	some	explana1ons.	



4.1		Variable	Selec(on	algorithms	

•  	Even	with	a	small	number	of	possible	covariates,		
								there	are	a	lot	possible	models	one	could	fit.		

•  	And	think	about	all	the	possible	interac1on	terms!	

•  	 This	can	make	things	almost	impossible.	

Goal	is	
Predic(on…	but	you	also	want	some	explana(ons	
(warning,	this	is	a	bit	outdated)	



4.1		Variable	Selec(on	algorithms	

Goal	is	
Predic(on…	but	you	also	want	some	explana(ons	
(warning,	this	is	a	bit	outdated)	

The	Cp	sta1s1c,	a	“model-selec1on”	criteria		

The	Cp	sta(s(c	and	the	adjusted-R2	are	very	similar	



4.1		Variable	Selec(on	algorithms	

Goal	is	
Predic(on…	but	you	also	want	some	explana(ons	
(warning,	this	is	a	bit	outdated)	

1.  	Forward	Selec(on	

2.  	Backward	Elimina(on	
	



4.1		Variable	Selec(on	algorithms	

Goal	is	
Predic(on…	but	you	also	want	some	explana(ons	
(warning,	this	is	a	bit	outdated)	

1.  	Forward	Selec(on	

	-start	with	one	variable,	add	one	variable	at	a	1me	

2.	Backward	Elimina(on	
	

	-start	with	full	model	(all	poten1al	variables),	
		remove	one	variable	at	a	1me	

	



4.2		Train	/	Test	
	

Goal	is	
Predic(on	



Goal	is	
Predic(on	
	

1. What	do	you	want	to	predict?	

2.  Define	an	appropriate	metric	for	evalua1ng	quality	of	predic1ons	
					(e.g.	RMSE,	absolute	predic1on	error,	ROC	curve).	

3.		Collect	the	data.	
	
4.  Separate	your	data	into	“train”	and	“holdout”	subsets.	
	
5.  Fit	many	different	models	to	the	“train”	subset	of	the	data.	

6.  Pick	the	model	that	is	“best”	(according	to	your	chosen	outcome)		
for	making	predic1ons	on	the	“holdout”	subset	of	the	data.	

7.  Note	that	p-values	and	Confidence	intervals	are	not	valid.	



4.2		Cross-valida(on	
	

Goal	is	
Predic(on	



Goal	is	
Predic(on	
	

1.  What	do	you	want	to	predict?	

2.  Define	an	appropriate	metric	for	evalua1ng	quality	of	predic1ons	
					(e.g.	RMSE,	absolute	predic1on	error,	ROC	curve).	
	
3.		Collect	the	data.	
	
4.  Separate	your	data	into	K	random	subsets.	

5.  For	k	in	1:K		
-  Fit	your	model	using	all	the	data	except	the	kth	subset.	
	
-  Calculate	metric	(e.g.	predic1on	error)	based	on	fibng	
						the	model	to	the	kth	subset	of	the	data.	

6.  Calculate	average	of	K	metrics	for	each	model.	

7.  	Choose	“best	model”	based	on	averaged	metric.	
8.  	Note	that	p-values	and	Confidence	intervals	are	not	valid.	



Mean	
Absolute	
Predic(on	
Error:	

12	

8	

6	

9	

5	

For	each	model,	we	do	5-fold	CV:	

K-averaged	metric		=	40/5	=	8		

Metric:	

Source:	hgp://blog.goldenhelix.com/goldenadmin/cross-valida1on-for-genomic-predic1on-in-svs/	



4.2		Leave-one-out	
	

Goal	is	
Predic(on	


