
Stat	306:		
Finding	Rela1onships	in	Data.	

Lecture	12	
Sec1on	3.11	Mul1collinearity	
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Changed?	 Loca-on	
shi0	to	X1	

Scale	change	
to	X1	

b1	 ✗	 ✔	
SE(b1)	 ✗	 ✔	
Confidence	
Interval	
for	β1	

✗	 ✔	
p-value	
H0	:	β1	=	0	 ✗	 ✗	
MS(Res)	

✗	 ✗	
R-squared	
	 ✗	 ✗	
Adjusted		
R-squared	
	

✗	 ✗	
F-test	

✗	 ✗	

Y	=		β0		+	β1	X1	
	

Model:	

Example:	
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What	is	different	in	the	output	between	the	3	models?	
What	is	the	same	?	



Changed?	 Loca-on	
shi0	to	X1	

Scale	change	
to	X1	

b1	 ✗	 ✔	
SE(b1)	 ✗	 ✔	
Confidence	
Interval	
for	β1	

✗	 ✔	
p-value	
H0	:	β1	=	0	 ✗	 ✗	
MS(Res)	

✗	 ✗	
R-squared	
	 ✗	 ✗	
Adjusted		
R-squared	
	

✗	 ✗	
F-test	

✗	 ✗	

Changed?	 Loca-on	
shi0	to	X1	

Scale	change	
to	X1	

b0	 ✔	 ✗	
SE(b0)	 ✔	 ✗	
Confidence	
Interval	
for	β0	

✔	 ✗	
p-value	
H0	:	β0	=	0	 ✔	 ✗	

Y	=		β0		+	β1	X1	
	

Model:	

units	
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+/-	

95%	Confidence	Interval	for	the	subpopula-on	mean:	

where:	
Even	
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Y	=		β0		+	β1	X1+	β2(X12)	
	

Example:	

Model:	

Changed?	 Loca-on	
shi0	to	X1	

Scale	change	
to	X1	

b1	 ✔	 ✔	
SE(b1)	 ✔	 ✔	
Confidence	
Interval	
for	β1	

✔	 ✔	
p-value	
H0	:	β1	=	0	 ✔	 ✔	
MS(Res)	

✗	 ✗	
R-squared	
	 ✗	 ✗	
Adjusted		
R-squared	
	

✗	 ✗	
F-test	

✗	 ✗	
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What	is	different	in	the	output	between	the	3	models?	
What	is	the	same	?	



Changed?	 Loca-on	
shi0	to	X1	

Scale	change	
to	X1	

b1	 ✔	 ✔	
SE(b1)	 ✔	 ✔	
Confidence	
Interval	
for	β1	

✔	 ✔	
p-value	
H0	:	β1	=	0	 ✔	 ✔	
MS(Res)	

✗	 ✗	
R-squared	
	 ✗	 ✗	
Adjusted		
R-squared	
	

✗	 ✗	
F-test	

✗	 ✗	

Changed?	 Loca-on	
shi0	to	X1	

Scale	change	
to	X1	

b0	 ✔	 ✗	
SE(b0)	 ✔	 ✗	
Confidence	
Interval	
for	β0	

✔	 ✗	
p-value	
H0	:	β0	=	0	 ✔	 ✗	
b2	 ✗	 ✔	
SE(b2)	 ✗	 ✔	
Confidence	
Interval	
for	β2	

✗	 ✔	
p-value	
H0	:	β2	=	0	 ✗	 ✗	



Var[B]	

Let’s	remember:	

Mul-collinearity	



Adding	X2	,	
Cor(X2	,	X1)	=	0	

Adding	X2	,	
Cor(X2	,	X1)	≠	0	

Adding	X2	,	
|Cor(X2	,X1)|	≈	1	

b1	 ✗	 ✔	 !!
SE(b1)	 ✔	 ✔	 !!
Confidence	
Interval	
for	β1	

✔	
	

✔	 !!
p-value	
H0	:	β1	=	0	

✔	 ✔	 !!
MS(Res)	 ✔	 ✔	
R-squared	
	 ✔	 ✔	
Adjusted		
R-squared	
	

✔	 ✔	

Y	=		β0		+	β1	X1	
vs.	
		
Y	=		β0		+	β1	X1+	β2X2	
	





Adding	X2	,	
Cor(X2	,	X1)	=	0	

Adding	X2	,	
Cor(X2	,	X1)	≠	0	

Adding	X2	,	
|Cor(X2	,X1)|	≈	1	

b1	 ✗	 ✔	 !!
SE(b1)	 ✔	 ✔	 !!
Confidence	
Interval	
for	β1	

✔	
	

✔	 !!
p-value	
H0	:	β1	=	0	

✔	 ✔	 !!
MS(Res)	 ✔	 ✔	
R-squared	
	 ✔	 ✔	
Adjusted		
R-squared	
	

✔	 ✔	

Y	=		β0		+	β1	X1	
vs.	
		
Y	=		β0		+	β1	X1+	β2X2	
	





Adding	X2	,	
Cor(X2	,	X1)	=	0	

Adding	X2	,	
Cor(X2	,	X1)	≠	0	

Adding	X2	,	
|Cor(X2	,X1)|	≈	1	

b1	 ✗	 ✔	 !!
SE(b1)	 ✔	 ✔	 !!
Confidence	
Interval	
for	β1	

✔	
	

✔	 !!
p-value	
H0	:	β1	=	0	

✔	 ✔	 !!
MS(Res)	 ✔	 ✔	 !!
R-squared	
	 ✔	 ✔	 !!
Adjusted		
R-squared	
	

✔	 ✔	 !!







Var[B]	

Let’s	remember:	





•  Poorly	designed	study		

•  Similar	problem	to	having	“no	control	group”	

	

“difficult	to	disentangle	the	effect	of	x1	and	x2”	

We	interpret:	

•  β1	as	the	expected	change	in	y	due	to	x1	,	given	x2	is	already	in	the	model.	

•  β2	as	the	expected	change	in	y	due	to	x2	,	given	x1	is	already	in	the	model.	

However:	

•  x1	and	x2	contribute	redundant	informa1on	about	y.	

Mul-collinearity	is	due	to:	





Mul1collinearity	can	be	detected	using	VIF	


